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# the transformation of linear non-stationary observable and controllable SYSTEMS INTO STATIONARY SYSTEMS* 

N.B. VAVILOVA, V.I. KALENOVA and V.M. MOROZOV

The methodological problems of the reducibility of some classes of linear non-stationary observable and controllable systems to stationary systems is considered. The constructive use of this property to analyse the controllability and observability of non-stationary systems, and also to solve applied control and estimation problems, is proposed.

For practical applications the separation of the classes of nonstationary systems, which can be investigated using simple and effective methods similar to those for analysing stationary systems, is of interest. Linear non-stationary systems for which the fundamental matrix of the solutions can be algorithmically simply constructed using the matrix of the coefficients, pertain to these calsses; in particular systems which can be reduced to stationary systems / $/-5 /$ using the well-known non-degenerate transformation, and also systems which are Lyapunov-reducible $/ 6,7 /$. Although for non-stationary systems the sufficient conditions for controllability and observability which do not require a knowledge of the fundamental matrix of the initial syster. /8-10/ are known, the search for constructive transformations which reduce the initial system to a form suitable for analysing and synthesizing simple control and estimation algorithms is important and useful.

1. Consider the linear non-stationary system

$$
\begin{equation*}
\dot{x}=A(t) x+B(t) u, \sigma=C(t) x \tag{1.1}
\end{equation*}
$$

where $x$ is an n-dimensional state vector of the system, $u$ is an r-dimensional vector of the controlling action, $\sigma$ is a $k$-dimensional vector of measurements and $A(t)$, $B(t)$, $C(t)$ are matrices of corresponding dimensions, the elements of which are contimuously differentiable
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functions of time $t$.
It is known that in a number of cases /l-5/the fundamental matrix of system (1.1) can be found in explicit form using the elements of the matrix $A(t)$, in particular when the matrix $A(t)$ belongs to one of the following classes: 1) the constant matrix, 2) the diagonal matrix, 3) the triangular matrix, 4) satisfies the condition

$$
\begin{equation*}
A(t)\left[\int_{0}^{t} A(\tau) d \tau\right]=\left[\int_{0}^{1} A(\tau) d \tau\right] A(t) \tag{1.2}
\end{equation*}
$$

5) the matrix $A_{1}=$ const and the non-zero function $\Psi(t)$ exist, such that

$$
\frac{d}{d t}\left(\frac{A(t)}{\Psi(t)}\right)=A_{1} .4(t)-A(t) A_{1}
$$

if $\Psi(t) \equiv 1$, then $A(t)$ obeys the equation

$$
\begin{equation*}
A^{*}(t)=A_{1} A(t)-A(t) A_{1} \tag{1.3}
\end{equation*}
$$

Other cases, including more general ones, in which the matrix $A(t)$ is subject to fairly complex conditions, are presented in $/ 1,2,5 /$. Note that one special class of matrices $A(t)$ - which satisfy condition (1.2), considered in $/ 3 /$ - was previously investigated in a more general form /2/.

We will consider systems of the form (1.1), in which the fundamental matrix can be found in elosed form. We shail determine the conditions for reducing the non-stationary system. (1.1) to a stationary system.
2. Suppose $\Phi(t)$ is the fundamental metrix of the system, corresponding to the first equation (l.1) $\left(\Phi\left(t_{0}\right)=E\right)$. Then the linear transformation

$$
\begin{equation*}
x=\Phi(t) y \tag{.2.1}
\end{equation*}
$$

reduces system (1.1) to the form

$$
\begin{align*}
& y^{\prime}=N(t) u, \quad \sigma=H(t) y  \tag{2.2}\\
& \left(H(t)=C(t) \Phi(t), \quad N(t)=\Phi^{-1}(t) B(t)\right)
\end{align*}
$$

Theorem 2. Using a linear non-degenerate transformation we can reduce (2.2) to a completely stationary syster of the same order

$$
z=R z-M / u \cdot \sigma=L z
$$

(containing the matrices $z(n \because 1) . R(n \quad n) . M(n \because r) . L(k \because n))$ only when the matrices $H(1)$. $I(1)$ satisfy the equations

$$
\begin{equation*}
H^{\prime}=H G, \quad r^{\cdot}=-G V^{\prime} \tag{2.4}
\end{equation*}
$$

$(G(n \times n)$ is a constantmatrix.. At the same time the matrices $R . L$ and $M$ in syster. (2.3) are determinea by the relations

$$
R=G . L=H\left(t_{0}\right) . M=M\left(t_{0}\right)
$$

Proof. Sufziciency. The transformation $y=\operatorname{cxp}\left(-G\left(t-t_{0}\right)\right)$ z reduces (2.2) to the form

$$
z^{\cdot}=G z-I\left(t_{0}\right) u \cdot \quad o=H\left(t_{0}\right) z
$$

Necessity. Suppose the transformation $y=Q z$ recuces (2.2) to the form (2.3). Then the matrix $Q(t)$ satis_ies the equation $Q^{\prime}=-Q R\left(Q\left(t_{0}\right)=E\right)$. Differentiating the equations $H(t) Q^{\prime}(t)=L . N^{\prime}(t)=Q(t) . M$ we ottain $H^{\prime}=H R . N^{*}=-R . X$.

For the first equatior. (1.1) with matrix $A(t)$ of the above type, besides the cransformation (2.1) other linear non-degenerate transformations alsc exist, reducing (1.1) to the form

$$
\begin{equation*}
x^{\prime \prime}=A^{\prime} x^{\prime} \div B^{\prime}(t) \text { u. } \sigma=C^{\prime}(t) x^{\prime} ; A^{\prime}=\mathrm{const} \tag{2.5}
\end{equation*}
$$

In particular, if the matrix $A(t)$ satisfies condition (1.3), the transformation $x=$ $\exp \left(A_{1}\left(t-t_{0}\right)\right) x^{\prime} \quad$ reduces the first equation (1.1) to the form (2.5), where $A^{\prime}=A\left(t_{0}\right)-A_{1}$. Note that any system (1.1', in which a system corresponding to the first equation (1.1) when $B(t) \equiv 0$ is reducible in Lyapunov's sense $/ 6,7 /$ can be transformed to the form ( 2.5 ).

Consider system (2.5). The transformation $x^{\prime}=\exp \left(A^{\prime}\left(t-t_{0}\right)\right) y$ reduces this system to the form (2.2), where

$$
H(t)=C^{\prime}(t) \exp \left(A^{\prime}\left(t-t_{0}\right)!, N(t)=\exp \left(-A^{\prime}\left(t-t_{0}\right)\right) B^{\prime}(t)\right.
$$

Then from Theorem 1 we have
Theorem 2. System (2.5) reduces to the stationary system (2.3) only when the matrices $C^{\prime}(t), B^{\prime}(t)$ satisfy the equations

$$
\begin{equation*}
C^{\prime \prime}=C^{\prime}\left(-A^{\prime}+\exp \left(A^{\prime}\left(t-t_{0}\right)\right) G \exp \left(-A^{\prime}\left(t-t_{0}\right)\right)\right] \tag{2.6}
\end{equation*}
$$

$$
B^{\prime \prime}=\left[A^{\prime}-\exp \left(A^{\prime}\left(t-t_{0}\right) G \exp \left(-A^{\prime}\left(t-t_{0}\right)\right)\right] B^{\prime}\right.
$$

$(G(n \times n)$ is some constant matrix).
In particular, if the matrix $G$ is such that the condition $A^{\prime} G=G A^{\prime}$ nolds, then $C^{\prime}(t)$ and $B^{\prime}(t)$ satisfy the equations

$$
\begin{equation*}
C^{\prime \prime}=C^{\prime}\left(-A^{\prime}+G\right), B^{\prime \prime}=\left(A^{\prime}-G\right) B^{\prime} \tag{2.7}
\end{equation*}
$$

Corollary. Suppose the matrices $C^{\prime}(t)$ and $B^{\prime}(t)$ obey the equations $C^{\prime \prime}-C^{\prime} K, B^{\prime \prime}-$ $-K B^{\prime}$, where $K$ is a constant matrix and $K A^{\prime}=A^{\prime} K$, then the change of variables $x^{\prime}=\exp (-$ $\left.K\left(t-t_{0}\right)\right) z$ reduces $(2.5)$ to the stationary system (2.3), where $R=A^{\prime}+K, M=B^{\prime}\left(t_{0}\right), L=C^{\prime}\left(t_{0}\right)$.

Note that it is more convenient, without verifying the validity of condition (2.6), to construct the matrices $H(t), N(t)$ and then verify that conditions (2.4) hold.
3. The theorems formulated in Sect. 2 give the necessary and sufficient conditions for the possibility of reducing the non-stationary system of the type considered to a stationary system without increasing the order of the initial system.

Consider the more general.case when the non-stationary system (1.1) can be transformed into a completely stationary system using a change of variables which expands the state space.

We will further assume that in the first equation (1.1) $B(t) \equiv 0$. Suppose it is reduced to the form ( $A_{y}$ is a constant matrix)

$$
\begin{equation*}
\dot{y^{\circ}}=A_{y} y \tag{3.1}
\end{equation*}
$$

using the transformation

$$
x=T(t) y, \operatorname{det} T(t) \neq 0, Y t \geqslant t_{0}
$$

The equation of measurements (the second equation (1.1)) after changing to the new variables has the form

$$
\begin{equation*}
\sigma=C(t) T(t) y=H_{1}(t) y \tag{3.2}
\end{equation*}
$$

(when $\left.T(t)=\Phi(t), A_{y}=0, H_{1}(t)=H(t)\right)$
For simpicity, we shall assume that the matrix $C(t)$ is a $1 \because n$ matrix, then $H_{1}(t)=$ $h^{r}(t)$, where $h(t)(n \times 1)$ is a column-matrix.

We will assime that $h^{T}(t)$ can be represented in the form

$$
\begin{equation*}
h^{T}(t)=t^{T}(t) D \tag{3.3}
\end{equation*}
$$

where $D$ is some constant $m \therefore n$ matrix and $f(t)$ is a $m \times 1(m \geqslant n)$ vector-function of time satisfying the equation.

$$
\begin{equation*}
f^{\prime}=S j, \quad S(m \times m)=\text { const } \tag{3.4}
\end{equation*}
$$

This means, in particuiar, that furctions such as polynomials, exponential functions, finite sums of trigonometric fancticns, etc., beiong to the class of functions $h_{i}(t)(i=1,2$,
$n$ ) which ere components of the vector $h(t)$ and are separated in this way.
The vector-function $h^{T}(t)$, defined by Eq. (3.3), in the general case does not satisfy an equation of the fom (2.7), and for syster. (3.1)- (2.4) the conditions for reducing it to a stationary system of the same order de not hold. In farticular, if $D=E$ and $h(t)$ obeys Eq. (3.4), it is necessery that $A_{y} S^{T}=S^{T} A_{\psi}$.

It is shown in 111 (see aiso /12/), that, using the transformation

$$
\begin{equation*}
q=\Sigma(t) y: \Sigma(t)=E_{n} \Sigma f(t) \tag{3.5}
\end{equation*}
$$

where $\Sigma(t)$ is an $m n \because n$ matrix, $g$ is an $m n \times 1$ vector, $E_{n}(n, n)$ is a unit matrix and the symbci $\sqrt{2}$ denotes the Kronecker product of the matrices $/ 13 /$, (1.1) can be reduced to the form

$$
\begin{equation*}
q^{\cdot}=A_{q} q, \quad \sigma=d^{T} q \quad\left(A_{q}=E_{n} \otimes S-A_{y} \otimes E_{m}\right) \tag{3.f}
\end{equation*}
$$

(the vector $d(m n \times 1)$ is formed from the successively written columns of the matrix $D$ ).
Thus, (1.1) reduces to the stationary system (3.6) - but of higher dimensions - when the above conaitions hold.

It was shown /11/ that for such a reduction of the observation-non-stationary system (3.1)-(3.4) to the completely stationary system (3.6) the property of observability of the initial system is preserved. We can show that if the initial system is observable, then a closed $n$-th order system to determine the initial variables $y$ is separated from the expanded system (3.6).
4. Consider the problem of constructing an estimate of the state vector $x$ of systems (3.1), (3.2). We will assume that (3.6) and, consequently, (3.1), (3.2) are observable. The estimation of the state vector is not completely the observable system considered in $/ 12 /$.

When constructing an estimate of the vector $x$ we will proceed from the stationary system (3.6). The estimation algorithm has the form

$$
\begin{equation*}
q^{\cdot \varepsilon}=A_{q} q^{0}+K\left(\sigma-d^{T} q^{\sigma}\right) \cdot q^{-}\left(t_{0}\right)=0 \tag{4.1}
\end{equation*}
$$

Since (3.7) is observable then, as is known /14/, the vector $K$ in Eq. (4.1) can be chosen as a constant guaranteeing any degree of attenuation of the error of the estimate $\Delta q=q-q^{\circ}$ $\|\Delta q(t)\| \leqslant \gamma_{1} \exp \left(\lambda_{1} t\right)$
where $\gamma_{1}=$ const $>0$, and $\lambda_{1}<0$ is any number specified in advance.
we will show that the vector $K$ can be chosen so as to guarantee any degree of attenuation of the error of the estimate of the state vector of the initial non-stationary system $\quad \Delta y=$ $y-y^{\circ}$.

The estimates $q^{\circ}$ and $y^{\circ}$ of the vectors $g$ and $y$ and the corresponding errors of the estimates $\Delta q$ and $\Delta y$ are connected, by virtue of (3.5), with the relations

$$
\begin{equation*}
q^{\circ}(t)=\Sigma(t) y^{\circ}(t), \Delta q(t)=\Sigma(t) \Delta y(t) \tag{4.2}
\end{equation*}
$$

which are redefined sets of linear algebraic equations in the components of the vectors $y^{c}(t)$ and $\Delta y(t)$.

We shall write the solutions of (4.2) in the form

$$
\begin{equation*}
y^{\circ}(t)=P(t) q^{0}(t), \quad \Delta y(t)=P(t) \Delta q(t) \tag{4.3}
\end{equation*}
$$

where $P(t)$ is a matrix satisfying the equation

$$
\begin{equation*}
P(t) \Sigma(t)=E_{n} \tag{4.4}
\end{equation*}
$$

(We can, for example, take the pseudoinverse matrix $\Sigma^{+}(t)$ as the matrix $P(t)$ )
By virtue of the second relation (3.5) the elements of the matrix $\Sigma(t)$ are solutions of the linear system with constant coefficients (3.4). Bearing in mind relation (4.4), we will have $\|P(t)\| \leqslant \gamma_{2} \exp \left(\lambda_{2} t\right)$, where $\gamma_{2}>0$ and $\lambda_{2}$ are certain constants. Then from relations (4.3) it follows that

$$
\|\Delta y(t)\| \leqslant\|P(t)\|\|\Delta q(t)\| \leqslant \gamma_{1} \gamma_{2} \exp \left(\left(\lambda_{1}+\lambda_{2}\right) t\right)
$$

Choosing $\lambda_{1}<\lambda_{0}-\lambda_{2}$, we can obtain any degree of attenuation $\lambda_{0}<0$ of the error of the estimate $\Delta y(t)$.

We can directly obtain the estimate $y^{\circ}(t)$ as the solution of the differential equation

$$
y^{\circ}=A_{y} y \div P(t) K\left(\sigma-h^{T}(t) y^{\circ}\right)
$$

5. As is well-known $/ 8,10,14 /$, the fact of the duality of problems of estimating state and control problems exists, consisting of the following statement: the system $x=A(t) x+$ $B(t) u$ is only controllable when the syster $x^{*}=-A^{T}(t) x, z=B^{r}(t) x$, conjugate to it, is observable. In this connection, the results obtained in /ll/ can be useful for investigating linear systems which are non-stationary with resepct to control and have a non-stationarity of a definite form.

Consider the linear system

$$
\begin{equation*}
\xi=A \xi+D^{\top} j(t) u \tag{5.1}
\end{equation*}
$$

where $\xi$ is an $n$-dimensional vector describing the state of the system, $A$ is a constant ( $n$ $n$ ) matrix, $D^{T}(n \therefore m)$ is a matrix with constant elements, $u$ is a scalar control, and $f(t)$ is a known $m$ vector-function of time, which satisfies, as previously, the set of linear equations with constant coefficients (3.4).

We shall determine for system (5.1), (3.4) the stationary system corresponding to it, the variables of which are connected with the initial variables by known linear relations. We shall take a linear system conjugate to (5.1)

$$
\begin{equation*}
\dot{x}=-A^{\top} x, \quad z=f^{\top}(t) D x \tag{5.2}
\end{equation*}
$$

As shown above, using the change of variables (3.5), system (5.1) can be reduced to the stationary syster:

$$
\begin{equation*}
\dot{y^{\prime}}=Q^{T} y, \quad z=d^{T} y \tag{5.3}
\end{equation*}
$$

The matrix $Q^{T}$ is detemined in a similar way to (3.6) using the formula

$$
\begin{equation*}
Q^{T}=-A^{T} \otimes E_{m}+E_{n} \otimes S \tag{5.4}
\end{equation*}
$$

and the raw $d^{T}$ is formed form the successively located rows of matrix $D$ :

$$
d^{T}=\left(d_{11} d_{12} \ldots d_{1 m} \ldots d_{n 1} d_{n 2} \ldots d_{n m}\right)
$$

The stationary system, conjugate to (5.3), has the form

$$
\begin{equation*}
\eta^{*}=-Q \eta+d u \tag{5,5}
\end{equation*}
$$

We can show that the variables $\xi$ and $\eta$ are connected by the relation ( $\Sigma^{T}(t)$ is an $n \times m n$ matrix)

$$
\begin{equation*}
\xi=\Sigma^{T}(t) \eta, \quad \Sigma^{T}(t)=E_{n} \otimes f^{T}(t) \tag{5.6}
\end{equation*}
$$

Thus, the transformation (5.6), in which $\eta$ satisfies system (5.5) with the initial
conditions $\eta\left(t_{0}\right)=\eta_{0}$. enables one to obtain a state vector $\xi$, whose behaviour is described by the set of equations (5.1) with the initial conaitions $\mathcal{E}\left(t_{0}\right)=\boldsymbol{\Sigma}^{\boldsymbol{T}}\left(t_{0}\right) \eta\left(t_{0}\right)$.

Since the rank of the matrix $\Sigma^{T}\left(t_{0}\right)$ equals $n$, we can represent the solution of system (5.1) in the form (5.6), where $\eta$ is a solution of the stationary system (5.5).

Note that the controllability of (5.5) is only a sufficient condition for the controllability of (5.1).

Suppose the transfomation $r=M y$, where $M$ is the matrix $l \times m n$, separates the observable subspace $\{v\}$ from the space of the states $\{y\}$. The vector $v$ obeys the equation

$$
\begin{equation*}
v^{*}=Q_{1}{ }^{T} v, \quad z=d_{1}{ }^{T} v \tag{5.7}
\end{equation*}
$$

The matrices $Q_{1}{ }^{T}$ and $d_{1}{ }^{T}$, representing an observable pair, satisfy the relations $M Q^{T}=$ $Q_{1} T M, d^{T}=d_{1} T M$. The variables $x$ and $v$ are connected by the linear transformations

$$
\begin{equation*}
v=M \Sigma(t) x \tag{5.8}
\end{equation*}
$$

and, as shown in /11/, if (5.2) is observable, then $\operatorname{rank} M \Sigma(t)=n$.
We will write the controllable system, conjugate to (5.7)

$$
\begin{equation*}
\xi=-Q_{1} \xi+d_{1} u \tag{5.9}
\end{equation*}
$$

We can show that the vector $\eta=M^{T}$, where $\xi$ obeys Eq. (5.9) with the initial condition $\xi\left(t_{0}\right)=\xi_{0}$. will satisfy Eq. (5.5) with the initial condition $\eta\left(t_{0}\right)=M^{T} \xi_{0}$.

Suming up the above concerning the initial system (5.1) and the stationary systems (5.5) and (5.8), we obtain that the vector

$$
\begin{equation*}
\zeta=\Sigma^{T}(t) M^{T} \xi \tag{5.10}
\end{equation*}
$$

where the vector $s$ is a solution of the controllable stationary system (5.9) with the initial condition $\xi\left(t_{0}\right)=\xi_{0}$. wili satisfy Eq. (5.1) with the initial condition $f\left(t_{0}\right)=\Sigma T\left(t_{0}\right) M^{T} \xi_{0}$, and if (5.1) is controllable, ther, accoraing to (5.8) $\operatorname{rank} \sum 7\left(t_{0}\right) M^{T}=n$.

Hence, the above method of reducing non-stationary controllable systems of the class considered to stationary systems enables us to reduce the solution of different problems of controlling such non-stationary systems, to corresponding problems for stationary systems, the methods of sclving which are weil developed.
6. The technique presented can be used to solve a fairly wide class of control and estimation problems.

Suppose the mechanical system permits stationary rotation around some fixed axis in space. In many cases the equations in variations for this stationary motion in the fixed system of coordinates are a set of linear differential equations with periodic coefficients.

When controling estimating) these systems rokiems ofter arise in which the controiling influences (measuremerts) are formes ir a fixec set cf coordinates. Then the equations of the controilable deject in a fixed set of cocrainates have the form

$$
\begin{equation*}
\xi=P(t) \xi-B_{1} u, P\left(t \div T_{p}\right)=P(t)\left(\sigma=H_{1} \xi\right) \tag{6.1}
\end{equation*}
$$

Here $\sigma$ is the vector of measurements and $B_{1}$ and $H_{1}$ are constant matrices.
In a fixe set cf cocrainates, connectea with the rotating object, the equations of motion car. be represerte $\dot{C}$ in the form ( $A$ is a constant matrix)

$$
\begin{align*}
& \dot{x}=A x \div B(t) u \quad(\sigma=H(t) x)  \tag{6.2}\\
& B\left(t-T_{P}\right)=B(t), H\left(t \div T_{p}\right)=H(t)
\end{align*}
$$

System 16.2 beionss to the type of system (5.1) or 3.1 - (3.A. .
Example. $i^{c}$. The equations of meticn of a rigic bocy, stabilized by mears of its own rotation, with moters that are rigidiy attached to the body, have the fom (6.2) /15/

$$
\begin{equation*}
x_{1}^{\prime}=-a x_{2}+u \cos \Omega_{1}{ }^{\prime}, x_{2}^{\prime}=a x_{1}-u \sin \Omega_{1} t \tag{6.3}
\end{equation*}
$$

Here $x_{3}, x_{2}$ are projections of the angular velocity of the body on an axis, rigidiy connected with it and orthogonal to the axis of the rotation, $\Omega_{1}$ is the angular velocity of rotation, $u$ is the controling factor, and a is some constant.

The change of variables of the type (5.6)

$$
x_{1}=y_{1} \sin \Omega_{1} t-y_{2} \cos \Omega_{1} t, x_{2}=y_{3} \sin \Omega_{1} t-y_{4} \cos \Omega_{1} t
$$

reduces $(6,3)$ to the stationary syster.

$$
\begin{align*}
& y_{1}^{\prime}=\Omega_{1} y_{2}-a y_{3} y_{2}=-\Omega_{1} y_{1}-a y_{4}+u  \tag{6.4}\\
& y_{3}=\Omega_{1} y_{4}+a y_{1}-u_{3} y_{4}=-\Omega_{1} y_{3}+a y_{2}
\end{align*}
$$

System (6.4) is non-controllable. Froro it the following controlling subsystem is easily separated:

$$
\begin{aligned}
& z_{1}^{\prime}=-\left(a+\Omega_{1}\right) z_{2}+u, z_{1}=\left(a+\Omega_{1}\right) z_{1} \\
& \left(z_{1}=y_{2}-y_{1}, z_{2}=y_{1}+y_{0}\right)
\end{aligned}
$$

In Eq. (5.10) the initial variables $x_{1}, x_{2}$ are connected with the controllable variables $n_{1}, s_{2}$ by the transformation

$$
x_{1}=x_{1} \cos \Omega_{3} t+x_{2} \sin \Omega_{1} t, x_{2}=-z_{1} \sin \Omega_{1} t+z_{2} \cos \Omega_{1} t
$$

$2^{\circ}$. The linearized equations of the perturbed motion of the material point with a circular orbit of radius $r_{1}$ in a central field of forces in a fixed system of coordinates have the form

$$
\begin{align*}
& x^{-}=A(\tau) x ; \quad A(\tau)=\left|\begin{array}{cc}
O_{2} & E_{2} \\
F & O_{2}
\end{array}\right|, \quad F=\left|\begin{array}{cc}
a_{+} & b \\
b & a_{-}
\end{array}\right|  \tag{6.5}\\
& a_{ \pm}=1 / 2(1 \pm 3 \cos 2 \tau), b=1 / 2 \sin 2 \tau, \tau=\omega_{1} t
\end{align*}
$$

( $\omega_{1}$ is the angular velocity of the rotation, $O_{2}$ is the zero matrix, and $E_{2}$ is a $2 \times 2$ ) unit matrix).

The equation of measurements in the case when the known distance from the point considered to another point, moving in the same plane along a known angular orbit of radius $r_{2}$ with the angular velocity $\omega_{2}$, has the form

$$
\begin{aligned}
& \sigma=\left(\cos \tau-\rho \cos n_{1} \tau\right) x_{1}+\left(\sin \tau-\rho \sin n_{1} \tau\right) x_{2} \\
& \left(n_{1}=\omega_{2} / \omega_{1}, \rho=r_{2} / r_{1}\right)
\end{aligned}
$$

where $x_{1}, x_{2}$ are the perturbations of the vector radius and the polar angle. The matrix $A(r)$ is related to the type of matrix whose behaviour is described by Eq. (1.4) with matrix $A_{1}$ of the form

$$
A_{1}=\left\|\begin{array}{ll}
x & O_{2} \\
O_{2} & x
\end{array}\right\|, \quad x=\left\|\begin{array}{cr}
0 & -1 \\
1 & 0
\end{array}\right\|
$$

According to $/ 4 /$, the change of variables $x=\exp \left(A_{1} t\right) y$ reduces (6.5) to the stationary syster

$$
\begin{align*}
& y^{\prime}=A n^{\prime}  \tag{6.7}\\
& \left.A_{2}=A(0)-A_{1}=\begin{array}{rrrr}
0 & 1 & 1 & 0 \\
-1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & -1 & -1 & 0
\end{array}\right)
\end{align*}
$$

The equations of measurements (6.6) ir the variables $y$ will take the form

$$
\begin{equation*}
\sigma=h^{T} y \cdot h^{T}=\left(1-\rho \cos v T, f \sin v T \text {, O. U. } v=n_{1}-1\right. \tag{6.8}
\end{equation*}
$$

We can show that the vector $h(t)$ does not satisfy an equation of the type (2.6), but it is represented in the form (3.3), (3.4). As in the transfomation (3.5) we will introduce the variables

$$
q_{t}=y_{k} \exp (i v t)(k=1.2 .3 .4)
$$

In these variables syster. (6. 7 :, (6. 8) becomes completeiy stationar:

$$
\begin{align*}
& q_{1}{ }^{\circ}=q_{2}-q_{3}-1 g_{1} . y_{1}=b_{2}-\eta_{3}  \tag{6.9}\\
& q_{2}{ }^{\circ}=-q_{1}-q_{4}-i v_{2} . \quad y_{2}^{*}=-y_{1}-u_{4} \\
& q_{3}{ }^{\circ}=2 q_{1} \div q_{4}-i q_{3}, \quad u_{3}{ }^{\circ}=2 u_{1}-g_{4} \\
& q_{4}=-q_{2}-q_{3}+i v q_{4}, y_{4}=-l_{2}-y_{3} \\
& \sigma=y_{1}-\rho \operatorname{Re} q_{1}-\rho \operatorname{Im} q_{2} \tag{6.11}
\end{align*}
$$

Note that when analysing the observatility of (6.9) we should take intc consideraticr. the equations for the conjugate variat;es $\bar{q}$ ( $k=1,2,3.4$ ) anci shoula represent the equaticr of measurements ( 6.10 ) in the form

$$
==y_{1}-\rho \frac{q_{1}-\dot{q}_{1}}{2}-\rho \frac{q_{2}-\dot{q}_{2}}{\underline{2}},
$$

The procedure used in Example $2^{\circ}$ was used /16/ in the problem of correcting an intertial navigation system using additional data on the distance from the object to an artificial navigation satellite. Note, also, that equations of type (6.1) occur in the problem of correcting inertial navigation systems in the case when the object banks correctly / 17/.
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# FLUCTUATION HYDRODYNAMICS OF THE BROWNIAN MOTION OF A PARTICLE If a Fixed dispersed layer* 

## A.G. EASHKIROV

The influence of the perturbation exerted by a grid of fixed spherical particles, randomly distributed in space, on the Brownian diffusion of particles suspended in the flow of a fluid which penetrates the grid is disucssed. The fixed particles affect the coefficient of diffusion that is transverse to the flow in two ways: on the one hand they reduce it in accordance with the stokes coefficient, and on the other they increase it because of the influence of a randor velocity field which is generated by the flow past the randomly distributed particles. A convective diffusion equation is derived on the basis of the Fokker-planck equation for a distribution function. A stochastic diffusion equation lof Langevin's type) obtained with a random velocity field is solved by the method of Green's function, whence the desired diffusion coefficient is found. The errors allowed when solving a similar problem in / / / are indicated.

The fluctuation hydrodynamics of Brownian motion in a homogeneous viscous fluid was discussed in /2/ where, in particular, an expression for the coefficient of the particle resistance was obtained in terms of the fluctuation characteristics of the fluid. Later, the influence of hydrodynamic fluctuations on the diffusion of a particle in a homogeneous fluid was examined in /3/: it was shown that the diffusion cofficient of paxticle that is large with respect to intermolecular distances is determined entirely by the thermal fluctuations of the fluid velocity field. This result was also confirmed by the microscope kinetic theory of Brownian motion in $/ 4,5 /$, where an expression similar to Kubo's formula, for the coefficient of resistance of a large particle in terms of the fluctuation

[^0]
[^0]:    *Prikl.Matem.Mekhan.,49,4,556-562,1985

